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Vortices play a dominant role in fluid dynamics. Besides their fascinating shape and structure, they are important in many physical phenomena and technological applications and may require special tools for their analysis and experimental or numerical study. Mastering vortex dynamics and modeling is relevant for both fundamental and applied sciences. Understanding vortex dynamics is key to solve multiscale problems in turbulence, to predict unsteady loadings on engineering devices, to forecast the weather, etc.

The scope of the series of the International Conferences on Vortex Flow Mechanics is to provide a platform for scientists and engineers to present state-of-the-art research and discuss recent developments in the field of vortex physics, modeling, and applications. This series of successful meetings commenced in Kobe in 1999 and continued in Istanbul (2001), Yokohama (2005), Daejeon (2008), San Leucio (2010), Nagoya (2014), Rostock (2016), and Xi’an (2018).

The 9th International Conference on Vortex Flow Mechanics, originally planned to take place in 2020, in Patras, Greece, has suffered the difficulties of the COVID-19 pandemic. Postponed to October 2021, due to ongoing COVID-19 concerns, the conference is organized by the University of Patras as a virtual conference held entirely online from 11th to 13th October 2021.

The conference covers but is not limited to the following topics:

- Turbulent flow
- Multiphase flow
- Reacting flow
- Free-shear flow
- Stratified flow
- Bio-fluid mechanics
- Computation fluid mechanics
- Flow measurements
- Flow control
- Turbomachinery
- Aero-acoustics
- Aerodynamic design optimization
- Flow-induced vibration
- Microfluidics
- Scientific visualization methods
- Vortex dynamics in ship hydromechanics
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<td></td>
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| 16:00-16:40| Keynote Presentation        | Vortices interacting with smart materials and structures: the case of energy harvesting

**Oleg Goushcha/Yannis Andreopoulos**
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**Xiande Fang**

<table>
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</tr>
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| 11:40-12:20| Keynote Presentation        | Flow and Control of Some Jets and Separated Flows

**Toshihiko Shakouchi**
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</tr>
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<td></td>
</tr>
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<td>12:40-14:00</td>
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<td></td>
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<td>14:00-14:20</td>
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<td></td>
</tr>
<tr>
<td>14:20-16:00</td>
<td>SESSION 6</td>
<td></td>
</tr>
<tr>
<td>14:20-16:00</td>
<td>Oral presentations</td>
<td></td>
</tr>
</tbody>
</table>
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**Frank Holzäpfel**
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Lecture title: \textit{Vortex induced vibrations in aerodynamics}

In aerodynamics external flows are often dominated by vorticity which is linked to the vortex structures that are formed in the wake of solid bodies. Such structures induce velocity and therefore pressure variations both back to the body where from they are released, and to any other body on which they impinge. If in addition the solid body (or configuration) is flexible, then it is quite frequent that flow-structure interaction will lead to vibrations which under certain conditions means at least degradation of the structure or even failure.

From a practical stand point, vortex induced vibrations (VIV) are critical in many applications; e.g. helicopter rotors, wind turbines, risers, nuclear cooling etc. Also, from a theoretical/numerical point of view the topic is quite challenging due to the strong non-linear character of the interaction between the flow and the structure. While there have been important experimental works in this respect, the focus will be on the theoretical/numerical aspect of the topic. In particular, hybrid Eulerian-Lagrangian numerical solvers will be presented together with results from two cases. The method combines conventional CFD (of the finite volume type) close to the boundaries with an underlying “flow carpet” of moving particles. The specific method was first introduced as a “vortex method” but then extended to also treat compressible flows.

In terms of results, the first set, concerns the interaction of two elastically mounted cylinders in close tandem arrangement that are excited by the same flow but oscillate independently. Depending on the external conditions, different wake patterns are formed that lead to different kind of vibrations; a point that will be discussed. The second concerns the aeroelastic behaviour of a helicopter that has its blades flexible. In this respect predictions will be compared to test data taken on a scaled BO105 helicopter in the DNW tunnel.
Sinusoidally heaving airfoil on an elastic hinge

Yaroslav Dynnikov1*, Galina Dynnikova1, Sergey Guvernyuk1, Tatyana Malakhova1
1Lomonosov Moscow State University, Institute of Mechanics, Michtenovsky pr. 1, 119192, Moscow, Russia
* Corresponding Author: yaroslav.dynnikov@gmail.com

The aerodynamics of flapping wings, and airfoils, was studied in many works. In [1], it was shown that sinusoidally heaving of an airfoil can produce thrust and lift. More complex combinations of heaving, pitching, and rotation, were studied in the works [2]-[4] and others. They considered the motion of the airfoils obeys a given law. These works show that correlation between these kinds of motion plays a significant role. The optimal values of the phase shifts exist. It is of interest whether the phase shift will provide thrust and lift if the motion of one of the degrees of freedom will occur under the action of hydrodynamic forces and elasticity.

In this paper, we consider the determined heaving and passive pitching of an airfoil on an elastic hinge.

The Flow-Structure Interaction problem is solved. Numerical simulation was carried out using the Vvflow CFD software (https://github.com/vvflow/vvflow/) which is based on the Viscous Vortex Domains method (VVD) [5]. The method VVD is a kind of the diffusion velocity method [6]. The vortex region of the flow is represented by the set of vortex particles (small domains) that move relative fluid at diffusion velocity. New vortex particles are generated at the body surfaces at each time step. The values of the new particles circulation must provide the no-slip boundary conditions. These conditions are written as linear equations relative to these values. This system of equations is supplemented by equations of body dynamics, which are linear to acceleration and the new particle’s circulation also. Thus, all unknown quantities are calculated simultaneously without splitting the step into hydrodynamic and dynamic parts.

The axis of the hinge locates on the line of symmetry of the airfoil near the leading edge. It performs harmonic transverse oscillations. The oscillation amplitude \( A \) dimensioned by the chord length, Strouhal number \( Sh \), hinge stiffness \( k \), and Reynolds number \( Re \) vary. Various types of vortex wakes were obtained. Some of them are asymmetrical (see Fig. 1). In this case, a vertical force occurs, directed opposite deviation of the wake. The reason for the loss of symmetry is the instability of the reverse vortex street. This phenomenon is explained by work [7].

It is shown that in all the cases considered, there is an optimal value of the stiffness of the hinge at the remaining parameters fixed. In this case, the thrust of a rigidly fixed airfoil is lower than at the optimal stiffness value (See Fig. 2). This phenomenon is explained by the fact that when elastically fixing, the airfoil deviates towards a smaller pressure that leads to increasing the horizontal projection of the aerodynamic force in the direction opposite to the flow. Hence, the thrust increases. On the other hand, if the stiffness of the hinge tends to zero, the pressure difference between the two sides of the profile decreases that leads to a decrease in thrust.

**References**


Resonant vortex-wake forces on circular cylinders

Efstathios Konstantinidis1*

1University of Western Macedonia, Department of Mechanical Engineering, Bakola & Sialvera, 50132, Kozani, Greece
* Corresponding Author: ekonstantinidis@uowm.gr

The fluid loading on bluff bodies depends strongly on the wake being at a resonant state, which may occur when the flow is excited by some external disturbance, or when the body undergoes flow-induced vibration. Modeling and prediction of the flow-induced forces on bluff bodies still poses a major challenge because different physical mechanisms are not fully accounted for. In this study, we attempt to shed light into these mechanisms by looking into the elemental-volume contributions of the vorticity to the integrated forces on a circular cylinder using the decomposition by Chang [1], which has its origin in the work of Quartapelle and Napolitano [2].

In this study, we consider a fixed body in a time-dependent free stream, a case that provides a generalized framework to uncover the elemental force contributions in resonant wakes. Flow data were produced by two-dimensional simulations using an in-house finite-volume code on an orthogonal curvilinear mesh [3]. The freestream velocity far upstream oscillates harmonically as $U(t) = U_0 + \Delta U \cos(\omega t)$ at a maximum Reynolds number of 180 based on the instantaneous velocity. The problem is described by two dimensionless parameters, i.e. the frequency and velocity ratios

$$\omega_r = \frac{\omega}{4\pi f_{so}}, \quad \varepsilon_r = \frac{\Delta U}{U_0}$$

where $f_{so}$ is the frequency of vortex shedding in steady flow of the same average Reynolds number.

Assuming a potential velocity field $u = \nabla \Phi$ the contribution of vorticity within the fluid to the force acting on the body can be expressed as

$$-\frac{\rho}{U} \int_{V'} u \otimes \omega \cdot \nabla \Phi \, dV$$

where $\omega$ is the vorticity vector and the integral is computed over the entire fluid domain. The integrant quantity represents the elemental-volume force. In two dimensions, we can calculate the elemental-volume forces in the drag and lift directions, $\delta_{dv}$ and $\delta_{lv}$, respectively such that the integrated vortex-drag force is given by

$$F_{dv} = \rho \int_{V'} \delta_{dv} \, dV$$

and the integrated vortex-lift force is given by

$$F_{lv} = \rho \int_{V'} \delta_{lv} \, dV$$

It should be noted that the fluid forces also include contributions from inviscid inertia and skin friction (for details see [1]).

Fig. 1: Contour lines of planar vorticity juxtaposed with elemental-volume force distributions of (a1) drag $\delta_{dv}$ and (b1) lift $\delta_{lv}$. Values are normalized with $\frac{1}{2} \rho U_0^2 d$. Run $(\omega_r, \varepsilon_r) = (0.669, 0.333)$.

Fig. 1 shows the instantaneous distributions of $\delta_{dv}$ and $\delta_{lv}$ in the resonant wake at relatively high amplitude. It can be seen that high $\delta_{dv}$ and $\delta_{lv}$ values appear in the region of attached flow around the surface whereas the contribution of wake vortices decreases rapidly with the distance from the body. By analyzing several snapshots over the entire cycle of vortex shedding, we see the variation of elemental force contributions from different flow regions and can explain the origin of double peaks in the time history of the lift force. There is one component that scales with $\sim U(t)$ and another one whose phase is determined by the timing of vortex shedding. Furthermore, the present results gives credence to the in-line force (drag) model proposed recently in [4].

References

A Computer Aided Optimizing Design for Drone Rotors

Daichi Yoshidome†, Norihiko Watanabe†

†Sojo University, Ikeda 4-22-1, Kumamoto City, 860-0082, Japan
*Corresponding Author: nwatanabe@mec.sojo-u.ac.jp

In recent years, the use of drones (Multirotor UAV) has been promoted mainly for industrial use. The field of application of drone will be expanded further with the development of infrastructure and legislation in the future. For that way, it will be necessary to design drones in consideration of various factors depending on the environment, and design costs are expected to increase. Therefore, the more flexible and efficient design method might be required for the design of drones in the future, and one of the effective methods would be a design method that combines numerical optimization technology and CFD which has been used in various situations regardless of the field.

In this study, a design of drone rotor using numerical optimization based on the CFD is performed. Assuming the application of a drone in a residential environment, the rotor shape was attempted to design that can be silent while maintaining as high a lift as possible by choosing the lift and aerodynamic noise as objective functions.

The design optimization sequence of this study is shown in Fig. 1, the rotor to be optimally designed is the rotor of Holy Stone's HS110D, a hobby drone.

![Flowchart of design optimization](image)

In this study, the SPL (Sound Pressure Level) was used to evaluate the aerodynamic noise. In the CFD analysis, the Proudman model[1], which can calculate the SPL from the amount of turbulence characteristics, was used. The magnitude of the aerodynamic noise was evaluated by the volume of space with an SPL of over 40 dB as shown as light-blue isosurface in Figure 2. In the numerical optimization, the design variables were the angle of attack and warp of the middle wing section and the angle of attack of the outer edge wing section. The objective function was set to be the lift force and the aerodynamic noise, and it was a multi-objective optimization problem to search for the condition that maximized lift and minimized aerodynamic noise.

![A space having a sound source over 40 dB](image)

The optimal solution distribution obtained in this study is shown in Fig. 3. In the graph, the horizontal axis is the lift force and the vertical axis is the noise level. The points on the graph are the 1024 best candidate solutions obtained as a result of multi-objective optimization, and as the color changes from red to green to blue, the solution becomes more optimal for the objective.

![The pareto solutions](image)

In this paper, three optimal solutions A, B, and C with significantly different performance as shown in Fig. 3 are selected from the optimal solution distributions obtained by optimization, and a discussion of the relationship between the design parameters and the objective function is made from fluid phenomena. As a result, it was found that the parameters of the angle of attack of the middle wing section in particular are involved in all the main phenomena that cause noise, and their contribution to the objective function is high compared to other design variables. Also, the experimental confirmation results will be shown and discussed.
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On the Vortex Method for Modeling a Separated Flow of an Inviscid Fluid

Alexey Setukha

Research Computer Centre, Lomonosov Moscow State University, Leninskie Gory, 1, building 4, Moscow, 119234
setukhaav@rambler.ru

A Lagrangian mathematical model of the separated flow of an inviscid incompressible fluid around body with the generation of vorticity on the entire surface of the body is constructed. In this model, an inviscid fluid is treated as the limiting case of a viscous fluid with the Reynolds number tending to infinity.

Consider a flow with constant free-stream velocity \( \mathbf{w}_0 \) and pressure \( p_\infty \). Assume that the boundary of the body is a smooth closed surface \( \Sigma \). The mathematical model is based on the continuity equation and the vorticity transport equation in a viscous fluid:

\[
\text{div} \mathbf{w} = 0, \quad \frac{\partial \mathbf{w}}{\partial t} + \text{curl} [\mathbf{w} \times \mathbf{w}] = \frac{1}{\text{Re}} \Delta \mathbf{w},
\]

where \( \mathbf{w} = \mathbf{w}(x,t) \) - is the flow velocity, \( \mathbf{w} = \text{curl} \mathbf{w} \) - the vorticity, \( t \) is time; \( x \) denotes points of space.

Using the relations

\[
\Delta \mathbf{w} = -\text{curl} \text{curl} \mathbf{w} = -\text{curl} \left[ \frac{\mathbf{w} \times \text{curl} \mathbf{w} \times \mathbf{w}}{\omega^2} + \frac{\text{curl} \mathbf{w} \times \mathbf{w}}{\omega^2} \right],
\]

we can rewrite equation (1) in the following form:

\[
\frac{\partial \mathbf{w}}{\partial t} + \text{curl} [\mathbf{w} \times \mathbf{u}] = \frac{1}{\text{Re}} \text{curl} \frac{\mathbf{w} \times \mathbf{w}}{\omega^2},
\]

\[
\mathbf{u} = \mathbf{w} + \mathbf{w}', \quad \mathbf{w}' = \frac{1}{\text{Re}} \frac{\mathbf{w} \times \mathbf{w}}{\omega^2}.
\]

The vector field \( \mathbf{w}' \) is known as the diffusion velocity. The velocity \( \mathbf{u} \) is called the vorticity transport velocity.

Next, we use boundary layer approximation, according to which viscosity plays an important role only in a thin layer on the body surface, while, outside this layer, the viscosity has no effect. This follows from the theory and the boundary layer that the vorticity in the boundary layer is orthogonal to its curl. Therefore, we hypothesize that for large values of the Reynolds number, the right-hand side of equation (2) is negligible (see [1]).

Based on equation (2) with a zero right-hand side, the transition to the Lagrangian description of the flow is carried out. We will consider the laws of motion of particles \( x(\xi,t) \), which move with a velocity \( \mathbf{u} \), where \( \xi = (z, \tau) \) is the Lagrangian coordinate of a particle that was born at a point \( z \in \Sigma \) at a moment in time \( \tau \geq 0 \). We assume that all vorticity is concentrated only in such particles. It is proved that it is possible to introduce the Lagrangian vorticity density \( \psi(\xi, \tau) \) so that the fluid velocity is represented as:

\[
\mathbf{w}(x,t) = \mathbf{w}_0 + \int_0^t dt \int_{\xi(\xi,t)} \psi(\xi,t) \times \mathbf{V}(x - x(\xi,t)) d\sigma, \\
\mathbf{V}(x) = x (4\pi)^{-1} |t|^{-3}.
\]

For a pair of functions \( x(\xi, t) \) and \( \psi(\xi, t) \), a complete system of equations is constructed

\[
\frac{dx(\xi,t)}{dt} = \mathbf{u}(x(\xi,t), t),
\]

\[
\frac{\partial \psi(\xi,t)}{\partial t} = (\psi \nabla) \mathbf{u}
\]

where \( \gamma \) denotes the vorticity flux density on the body surface \( \Sigma \):

\[
\gamma(z, \tau) = \psi(z, \tau) u(z, \tau) , \quad \tau \in [0, T], \ z \in \Sigma,
\]

the function \( \gamma(z, \tau) \) is a solution of the equation

\[
-\frac{1}{2} \mathbf{n}(x) \times \gamma(x, \tau) + \int_{\Sigma} \gamma(x, \tau) \times \mathbf{V}(x-z) d\sigma = \mathbf{f}(x, \tau), \ x \in \Sigma,
\]

\[
\mathbf{f}(x, \tau) = -\lim_{\Delta t \to 0} \int_{\Sigma} \frac{\psi(\xi', \tau') - \psi(\xi, \tau)}{\Delta t} \times \mathbf{V}(x - x(\xi', t)) d\sigma.
\]

Given mathematical model can be used as a theoretical basis for refining and developing some classes of vortex numerical methods. Own version of the numerical scheme based on the discretization of the written equations was built, under the hypothesis is accepted that after its formation, each vortex particle immediately leaves the viscous boundary layer. Therefore, the viscosity initiated the formation of a vortex particle, and its motion occurs in accordance with equations (3)-(4), in which we neglect the diffusion velocity and assume that \( \mathbf{u} = \mathbf{w} \).

The method is tested on examples of a number of classical problems of separated flow around bodies.

Fig. 1: Distribution of the pressure coefficient over the surface of a sphere in a separate flow (left) and the instantaneous shape of vortex structures (right).
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When simulating incompressible fluid flows by vortex methods, pressure is excluded from the equations. In order to calculate the pressure field or forces acting on bodies, it is necessary to use formulas that express these values in terms of the vorticity and velocity distributions. There are various forms of such expressions in literature. Not all of them are easy to use in vortex meshless methods. Additionally, they are written in continuous form and need an adjustment for use in numerical schemes.

A new general expression of hydrodynamic force exerted on a body is derived in [1] for different boundary conditions (slip, partial slip, no-slip). In this work, a similar expression is obtained for the hydrodynamic moment. The expressions of pressure, force, and moment [1]-[3] are presented in the form adapted for use in numerical meshless vortex methods.

In vortex simulation of flows, researchers deal with a set of discrete vortex elements at each time step. In the translational motion of a body in a viscous fluid under the no-slip boundary condition, all vortex elements represent a vorticity field in the flow region. We will call them free vortices. In the case of an ideal fluid and under the partial slip boundary condition, the model contains the surface vortices, the circulation of which is proportional to the difference between the velocity of the fluid and the body points on its surface. If the body rotates, then the model also contains vortices that simulate the movement of the body. They can be located inside the body or on its surface. These vortices, together with the surface vortices are the so-called attached vorticity. The set of all free and attached vortex elements represents a solenoidal field.

At each time step, all vortex elements are moved/redistributed, and the calculations of new elements are calculated to satisfy the boundary conditions. The new free vortex elements, together with the increments of the attached elements, represent a solenoidal field that induces a velocity field with a single-valued potential \( \Delta \phi \) outside the body. Potential \( \Delta \phi \) is a linear function of the circulation increments \( \Delta \Gamma_i \) of the attached vortex elements, and the circulation \( \Gamma_i \) of a new free vortex element arisen at current time step \( \Delta t \).

The following expression for Bernoulli function

\[
B = \frac{\rho}{2} + \frac{\mathbf{u}^2}{2} - H
\]

is obtained for ideal fluid in the infinite space

\[
B(\mathbf{r}) = \Delta \phi - \sum_i \mathbf{v}_i(\mathbf{r}, \mathbf{r}_i) \cdot \mathbf{w}_i + B_b.
\]

Here \( \mathbf{v}_i \) is velocity induced by the \( i \)-th vortex element in the observation point \( \mathbf{r}_i \); \( \mathbf{w}_i \) is the movement velocity of the element that is equal to the flow velocity \( \mathbf{u}(\mathbf{r}_i) \) for the free vortex elements and to the body velocity \( \mathbf{u}_b(\mathbf{r}_i) \) for the attached vortex elements; \( H \) is mass force potential. Expression of Bernoulli function for a viscous fluid in a bounded space is obtained too.

The pressure force expression at arbitrary boundary conditions (no-slip, slip, partial slip) in 3D flow has the form

\[
\mathbf{F}_p = \frac{1}{2\Delta t} \left( \sum_i \mathbf{r}_i \times \Delta \Gamma_i + \sum_s \Delta \Gamma^s \times \mathbf{r}_s \right) + \mathbf{V}_b \Omega \times \mathbf{r}_m + \sum_i \left( \mathbf{u}_{free} - \mathbf{u}_b(\mathbf{r}_i) \right) \times \mathbf{r}_i + \mathbf{V}_b \mathbf{r}_m.
\]

Here \( \mathbf{r}_i \) is the length of \( i \)-th vortex element along the vortex line; \( \Gamma^s, \Delta \Gamma^s \) are circulation of \( i \)-th surface vortex element and its increment respectively; \( \mathbf{u}_{free} \) is the velocity of the element calculated by the Bio-Savart formula, \( \mathbf{r}_m \) is center of mass of the homogeneous body; \( \mathbf{V}_b \) is its volume, \( \Omega \) is angle velocity of the body.

The force and moment expressions are obtained for different kinds of 2D and 3D vortex models at different boundary conditions.

Fig. 1: Some kinds of vortex models. Red and green colors show the attached and new free vortices respectively.
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Conventional vortex particle methods interpret a given particle field as a quadrature rule. To obtain a smooth approximation, this quadrature rule is then regularised using so-called blob-functions. The resulting schemes have the advantage of simplicity, but either converge only very slowly or require frequent ‘remeshing’.

In this talk we first review our previous work on splines for particle methods. [1] This approach allowed us to perform long-term accurate, high-order simulations without remeshing and could compete with a state-of-the-art discontinuous Galerkin method, see Fig. 1. However, when flows develop steep gradients and particles begin to cluster the method becomes inefficient due to its lack of adaptivity.

We then present a novel approach that instead interprets a given particle cloud as a set of point values and constructs smooth interpolants on them. These interpolants make use of spline wavelets and are adaptive. On the one hand, the method is a natural extension of our previous approach. On the other hand, there is a close relationship with radial basis function interpolants. The resulting schemes have many beneficial properties and preliminary results are promising.

Fig. 1: Error-evolution of 4th, 6th, and 8th-order vortex particle methods using splines on a two-dimensional test-problem without remeshing. [1] Vortex methods using a spline regularisation are competitive with a state-of-the-art discontinuous Galerkin method.
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A water exit refers to a situation in which an object is propelled from water into air. The water exit problem is highly complex because it involves nonlinear interference between the object and water surface. In most existing studies on the water exit problem, a primarily symmetrical spherical object was considered to clarify the relevant phenomena [1-2]. Several researches have utilized the Froude number ($Fr$), which is the ratio of gravity to inertial force, because the water exit is dominated by gravity when the sphere completely passes through the water surface [2-3]. By increasing the water exit velocity, the sphere spends less time submerged in entrained fluid and more time in a gravity-dominated regime. Haohao et al. [2] numerically investigated the effect of $Fr$ ranging as 1.65 < $Fr$ < 8.24 by using the lattice Boltzmann method, which can effectively capture the large deformations of the air-water interface. Furthermore, Haohao et al. [2] indicated that $Fr$ influenced the rupturing of the interfacial water sheet, which occurred when the sphere passes through the water surface. Thus, it can be considered that because the deformation of the water surface depends on $Fr$, the interface containing energy must also change accordingly.

To examine this aspect, in this study, a spherical sphere with a density of $\rho_s=2640$ kg/m$^3$ and diameter of $d=25.4$ mm was launched vertically toward the water surface. The value of $Fr$ at the instant in which the sphere crossed the water surface was varied. The dependence of $Fr$ on the sphere motion and water surface behavior was investigated.

An overview of the experimental apparatus is shown in Fig 1(a). The water tank using in this study was a cubic acrylic tank with a side length of 0.4 m. Water was stored in the tank, and a sphere launcher was installed at the center of the bottom of the tank. When the sphere was placed on the launcher, the coordinate origin was the center of the sphere when the sphere was placed in the launcher. The distance from the coordinate origin to the water surface was $H$, with $H=3d$ for all the considered cases. Fig. 1 shows the schematic of the sphere launch system. When the sphere was placed on the launcher, the iron bar moved vertically downward, thereby compressing the coil spring. When the coil spring was released by pulling the trigger at time $t=0$, the iron bar moved upward, the small tab at the upper end of the iron bar impacted the sphere, and the sphere was ejected vertically upward. The launch velocity of the sphere was controlled via the compressive displacement of the coil spring.

Fig. 2 shows a snapshot of the instant at which the sphere reaches the maximum displacement position. For $Fr = 2.86$, a large amount of the water mass is attached around the sphere, and the water surface and sphere are clearly connected. For $Fr = 3.4$, a water mass is generated behind the sphere, and a water column is formed between the water surface and the sphere. For $Fr = 4.92$, most of the water mass separates from the sphere and distributes around the sphere as water droplets. In addition, the water column is elongated but still connects the water surface and sphere. For $Fr = 5.9$, no water mass is present around the sphere, and the water column is detached in certain regions. These results suggest that a larger $Fr$ corresponds to a smaller influence of the water mass and water column on the sphere at the maximum displacement position of the sphere.
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The ring plume is a buoyant jet discharged vertically with low or without initial inertia and, thus, it is mainly dominated by buoyancy. It may be considered as the limiting case of a rosette-type diffuser with many nozzles discharging fluid into water bodies or in the atmosphere. The fluid may be wastewater, air pollutants or thermal effluents having a little different density than the density of the receiving fluid. The shear flow induced by the velocity right after the exit of the ring nozzle generates a vortex ring occupying the internal diameter of the nozzle. Since the internal diameter of the nozzle includes a solid bottom wall, located at $z_0$ under the ring exit level, the vortex ring remains stagnant.

In this paper the mathematical analysis of the flow related to a stagnant vortex ring is presented. Following Batchelor [1], for a single circular line vortex of a radius $a$ and strength $\kappa$, for the element of integration in the axial plane including the line vortex, the streamlines are described in a cylindrical coordinate system (with the $z$ axis vertical and in coincidence with the vortex ring centreline) by the relationship:

$$\psi(r,z) = \frac{\kappa a r}{4\pi} \int_0^\infty \frac{2\pi \cos \theta}{|s|} \, ds; \quad (1)$$

and the velocities in the $r$ and $z$ direction, respectively, are:

$$u = \frac{\partial \psi}{\partial z} = -\frac{\kappa a}{4\pi} \int_0^\infty \frac{2\pi (z-z_0-a) \cos \theta}{|s|^2} \, ds \quad (2)$$

$$w = -\frac{\partial \psi}{\partial r} = -\frac{\kappa a}{4\pi} \int_0^\infty \frac{2\pi (z-z_0-a)^2 + r^2 + a^2 - 2r \alpha \cos \theta}{|s|^2} \, ds \quad (3)$$

where $|s| = [(z-z_0-a)^2 + r^2 + a^2 - 2r \alpha \cos \theta]^{1/2}$. If the vortex has a thin core of radius $\varepsilon$, a rough estimate is $\varepsilon \approx 0.13a$ [1]. Because Eqs. (1)-(3) are valid in an infinite space, while the stagnant vortex occurs in the semi-infinite space, the virtual image technique is applied, according to which a mirrored ring vortex of opposite vorticity is considered. The virtual vortex contributes to the replenishment of quantities lost out of the semi-infinite space.

The strength (or circulation) $\kappa$ of the ring vortex is constant and independent of the shape of the curve containing the region of vorticity. For the present case, where the vortex ring is generated by the exit ring velocities, $\kappa$ can be calculated by multiplying the tangential velocity with the perimeter of the maximum radius $a$ of the circular vortex of the vortex ring and a shear stress coefficient $c_\varepsilon$. The tangential velocity is considered to be about equal to the exit mean velocity $w_0$. Therefore, $\kappa = 2\pi ac_\varepsilon w_0$. For a ring nozzle of a mean radius $R_0 = 6$ cm, the maximum vortex radius is $a = R_0/2 = 3$ cm. Thus, for $w_0 = 0.527$ m/s and $c_\varepsilon = 0.005$, $\kappa = 5 \times 10^{-4}$ m$^2$/s and $\varepsilon \approx 0.39$ cm. In the present application, the internal solid bottom level is $z_0 = -0.005$ m. It is necessary that $|s| \geq \varepsilon$, which implies that $(z-z_0-a)^2 + (r-a)^2 \geq \varepsilon^2$.

The streamlines and the velocity vector field derived by Eqs. (1)-(3) and using the values of parameters given above are shown in Fig. 1. The upward plume flow velocity field is not depicted in this diagram.

As shown in Fig. 1, the velocity vectors along the vortex ring centreline $z$, are directed downwards, and they become horizontal just above the solid bottom wall, as expected. In addition, the maximum values of velocities occur on $z$ at the level of the vortex centre.
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Drag reduction of internal turbulent water flows by addition of polymers has been widely known as the Toms effect. Furthermore the effect of delaying transition to turbulence has also been reported [1]. In the present study, a polymer, polyacrylamide (PAM), was added to water and flow visualizations around the transition Reynolds number in plane channel flow were performed.

In the experiment, the same water channel flow apparatus as Yimprasert et al. [2] was used. The water channel has a width of \( d = 7.1 \) mm and a test section length of 4.65 m. At the upstream end of the channel, the Reynolds number was increased by decreasing the spanwise width of the channel, giving a highly disturbed and turbulent flow, the spanwise width was increased and thereby the Reynolds number decreased. In this way, reverse transition from turbulent to laminar flow can be observed in the range of transitional Reynolds numbers. The flow visualizations were performed using reflective flake particles for which the orientation is known to respond to the shear of the flow.

Figure 1 shows the change in the transition Reynolds number due to the addition of PAM. From the visualization photograph, the Reynolds number with intermittent rate (turbulence ratio) \( \gamma \) of 0.2, 0.5, 0.8 was visually determined. \( Re_s \) was approximated from the wall friction coefficient \( C_f \) obtained from the measured pressure gradient in the channel in the laminar region and calculated as \( Re_s = 12/C_f \). Therefore, \( Re_s \) can be viewed as an effective Reynolds number defined as \( Re_s = U_m d/\nu_e \), where \( U_m \) is the average flow velocity, \( d \) is the channel width and \( \nu_e \) an effective viscosity. As can be observed in figure 1 the transition Reynolds number determined for \( \gamma = 0.5, 0.8 \) clearly increases with increasing polymer concentration \( C \), and also for \( \gamma = 0.2 \) there is a slight increasing tendency. These results indicate that polymer addition delays the transition to turbulence, which is qualitatively consistent with the results of Chandra et al. [1].

Figure 2 compares the visualization for the case \( \gamma = 0.5 \). The flow is from left to right. Large streak structures/vortices elongated in the streamwise direction are seen around small-scale turbulent parts, consisting of clusters of fine vortices. This is a characteristic pattern of transitional channel flows of Newtonian fluids [2,3]. In the case with the polymer additive, Figure 2(b), the streaks become longer and the contrast of the streaks in the photograph becomes stronger. The increased contrast can be interpreted as an increase in the shear due to the longitudinal vortices, suggesting that the polymer addition strengthens the longitudinal vortices. These results indicate that the polymer addition does not only delay transition to turbulence but also change the structure of the flow.
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Fluids with internal rigid microstructure, the so-called micropolar fluids, gain significant attention in many industrial, natural and biological systems. Typical examples of such fluids are dense suspensions, liquid crystals and blood flow. Here we study in detail their turbulent regime by considering an alternative formulation of the Navier-Stokes equation in which the linear and angular momentum is conserved for the fluid and its microstructure, respectively. Three cases of low-turbulence channel flow with \( Re = 3300, 5600 \) and \( 13800 \), based on mean velocity, channel height and the fluid kinematic viscosity are used to study the effect of polarity and \( Re \).

Micropolar theory was originally developed by Eringen [1]. In his work, Eringen introduces a simple generalization of the usual Navier-Stokes equation system, the so-called micropolar equations, where due to internal fluid structure microrotation, an angular momentum conservation equation is also solved. In addition, new viscosity coefficients appear in the system of governing equations, as the main role of microrotation is to increase the dissipation of kinetic energy. These equations may be reduced to the classical Navier-Stokes equations when microrotation viscosity coefficients are diminished.

In the present study, Direct Numerical Simulations (DNS) of a turbulent channel flow with internal microstructure have been performed. The set of equations that has been solved (1) and (2), together with the incompressibility condition, \( \nabla \cdot u = 0 \), has been properly nondimensionalized as:

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\nabla P + \frac{1}{Re} \nabla^2 u + \frac{m}{Re} \nabla \times \omega \quad (1)
\]

\[
\frac{J N}{m} \left( \frac{\partial \omega}{\partial t} + (u \cdot \nabla) \omega \right) = \frac{1}{Re} \nabla^2 \omega + \frac{N}{Re} \nabla \times u - 2 \frac{N}{Re} \omega \quad (2)
\]

where, \( u \) and \( \omega \) are the linear and angular velocity, respectively, and \( P \) stands for pressure. Except of Reynolds number, the rest non-dimensional parameters are: \( m = \kappa / \mu + \kappa \) the so-called vortex viscosity parameter where \( \kappa \) is the micropolar viscosity and \( \mu \) the molecular one, \( J = j / \delta^2 \) the dimensionless microrotation based on \( \delta^2 \), where \( j \) is the micoinertia of the fluid, and \( N = \kappa \delta / \gamma \) the so-called spin gradient viscosity parameter, where \( \gamma \) is the material coefficient of the fluid.

Three different Reynolds numbers are considered in the low Reynolds turbulent regime, while the ratio of micropolar to total viscosity \( (m) \), has been varied as well, where micropolar viscosity is the one of the dispersed phase. Our findings support that turbulence behavior is affected by both \( m \) and \( Re \) [2]. Previous studies have also reported modulation of the turbulence activity in dilute suspensions, although the majority of these studies only considers the effect of particle diameter. They mostly report a turbulence attenuation when the particle diameter is less than the turbulent length scale. For low micropolar volume fractions, turbulence presents a monotonic enhancement as the Reynolds number increases. However, on the other hand, for sufficiently high-volume fractions, turbulence intensity drops, along with Reynolds number increment Fig. 1 [2]. This result is considered to be due to the effect of the micropolar force term on the flow, suppressing near-wall turbulence and enforcing turbulence activity to move further away from the wall.

Fig. 1: Normalized mean streamwise velocity distributions along \( y^+ \), for: \( m = 0.4, \ Re = 3300, 5600, 13800 \) and \( m = 0.9, \ Re = 3300, 5600, 13800 \) cases [2].
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The lack of understanding and the complexity of vortex induced vibration (VIV) physics combined with a diverse range of applications have motivated a number of studies in this field. While large vibration amplitude due to VIV in general should be avoided in the design of engineering systems since the induced deflections can cause significant structural stresses, new applications related to harnessing small-scale energy from the ambient environment using VIV have emerged in the last decade which have revived the interest in this field. Recent advances in decreasing the power consumption of electronic devices, such as remote sensors, have bolstered the interest in clean and renewable energy harvesting. Converting ambient mechanical vibration to electrical power by using electromechanically coupled smart materials has been the main focus of the present energy-harvesting research. In the last several years, research has concentrated on harvesting energy from fluid flows, which otherwise is wasted, by using vibrating structures, mostly cantilever beams with piezoelectric layers, which are excited by fluid-structure interaction. The presentation will include configurations that can be classified as interactions with forcing stimuli provided by coherent fluid structures such as vortices with distinct travel frequency and spacing, like those in the wake of cylinders, discrete vortex rings, or randomly appearing turbulent eddies in boundary layers or grid turbulence. The excited motion of the structure with the piezoelectric transduction can lead to simple vibrations by flutter or complex VIV.
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The heat transfer (HT) of gas-liquid two-phase flow condensation in plain channels is widely used in many industrial sectors, and thus it is important to predict accurately the heat transfer coefficient (HTC). The recent evaluations of correlations for flow condensation HTCs with large databases showed that there was still a considerable room left for improving the prediction accuracy [1]. Flow condensation HTCs are affected by various parameters, making it a challenge for decades to develop an accurate correlation with a wide application range. The present study presents a new correlation with high accuracy in wide parameter range for predicting flow condensation HTC in plain channels.

The experimental studies of flow condensation HT in plain channels were reviewed. A database containing 5591 experimental data points of flow condensation HTCs were compiled from 33 data sources, covering 27 fluids and wide parameter ranges.

Based on the database, 32 existing HTC correlations of flow condensation HT in plain channels were evaluated and analyzed to find clues for developing a new correlation.

A new HTC correlation of flow condensation with high accuracy is developed based on the database and a systematic methodology. It is of the form

$$W_{e^{*}} \leq 500$$

$$W_{e^{*}} > 500$$

where $x$ is the quality, $\mu$ is the dynamic viscosity, subscripts $l$, $lo$, $g$, $go$, denote liquid, liquid only, gas, and gas only, respectively, and the dimensionless parameters are explained in Table 1.

### Table 1: Dimensionless parameters in Eq. (1)

<table>
<thead>
<tr>
<th>Dimensionless number</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fang number</td>
<td>$Fa = (\rho_g - \rho_l) \sigma / (G^2 D)$</td>
</tr>
<tr>
<td>liquid only Froude number</td>
<td>$Fr_{lo} = G^2 / (g D \rho_l^2)$</td>
</tr>
<tr>
<td>Grashof number</td>
<td>$Gr = g \rho_l (\rho_g - \rho_l) D^3 / \mu^2$</td>
</tr>
<tr>
<td>Prandtl number</td>
<td>$Pr_l = c_p \mu_k / \lambda_k$</td>
</tr>
<tr>
<td>liquid Reynolds number</td>
<td>$Re_l = (1-x) GD / \mu_k$</td>
</tr>
<tr>
<td>gas Reynolds number</td>
<td>$Re_g = GD / \mu_k$</td>
</tr>
<tr>
<td>liquid only Reynolds number</td>
<td>$Re_{lo} = GD / \mu_l$</td>
</tr>
<tr>
<td>liquid only Weber number</td>
<td>$We_{lo} = G^2 D / (\rho_l \sigma)$</td>
</tr>
</tbody>
</table>

where $c_p$ is the constant pressure specific heat, $\rho$ is the density, $g$ is the gravity, $\lambda$ is the thermal conductivity, $\sigma$ is the surface tension, $D$ is the channel diameter, and subscript $k = l$ denoting liquid and $k = g$ denoting gas.

The steps for developing the new correlation is summarized below:

1. Determining the candidate dimensionless parameters that are possibly incorporated into the new correlation.
2. Constructing tentative model forms and determining baseline model forms.
3. Modifying the baseline model forms using the least squares and error analysis along with adding/removing some dimensionless parameters.
4. Steps (2) and (3) are repeated until the satisfactory result is obtained.

The new correlation improves the prediction accuracy remarkably, having a mean absolute deviation (MAD) of 14.9% for the entire database, as shown in Table 2, much better than the best existing one having an MAD of 17.1%.

$$MAD = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y(i)_{pred} - y(i)_{exp}}{y(i)_{exp}} \right|$$

where subscripts pred and exp are the predicted and the measured values, and $N$ is the number of the total data points.

### Table 2: MADs of the new and the best existing correlations (%)

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Total data</th>
<th>$D \geq 3$ mm</th>
<th>$D &lt; 3$ mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>14.9</td>
<td>14.8</td>
<td>15.0</td>
</tr>
<tr>
<td>Cavallini et al. [2]</td>
<td>17.1</td>
<td>16.1</td>
<td>19.6</td>
</tr>
</tbody>
</table>
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Lecture title:
Flow and Control of Some Jets and Separated Flows

One of the major purposes of fluid mechanics and engineering is to reduce the flow resistance caused by flow friction, flow separation, vortex generation, and others. To reduce the flow resistance, in general, flow control is carried out by a passive or an active method in order to reduce or increase the flow resistance depending on the needs. Passive flow control is performed by changing the configuration of flow channel or object a little and reducing the total flow resistance. On the other hand, active flow control uses a device requiring power, but it can perform various complex flow controls. In this lecture, the passive flow control of jets and separated flows is examined with flow characteristics, control methods, and some applications because jets and separated flows include the essence of fluid dynamics, such as, boundary layer flow, turbulent flow, shear flow, vortex flow and flow mixing. In particular, the effects of the nozzle shape, the tab, rib and vortex generator, and the orifice or notched orifice on the flow characteristics of sub- and supersonic jets are examined. Furthermore, the control and suppression of high speed jet noise by a chevron nozzle, some examples of active flow control, and other areas are examined. Globular formation of fine solid particles by flow control, lift control of airplane wings, and the flow control of a NOTAR helicopter without tail rotor are also addressed.
Experimental study on the heat transfer characteristics and frequency control of flashing spray cooling under varying operating conditions

Shang-Ming Wang, Zhi-Fu Zhou, Bin Chen*
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As electronic chips tend to become more and more compact, traditional cooling methods can hardly satisfy the requirement of extremely high power density and low working temperature. With high heat transfer coefficient and critical heat flux (CHF) at low surface temperature, flashing spray cooling is considered as one of the most promising thermal management technologies, and its in-depth research has far-reaching significance for the optoelectronic manufacturing industry[1].

In this work, a close loop experimental rig was constructed to study the heat transfer characteristics of flashing spray cooling by R410A in steady-state, varying operating conditions and the frequency conversion, especially the effects of compressor frequency conversion on system parameters including mass flow rate, chamber outlet pressure, time required to reach steady state, and system cooling performance. The experimental system consists of an inverter compressor, a condenser, a spray chamber and a liquid-vapor separator and other accessories. The discharge pressure of the compressor can be up to 4.1 MPa. As shown in Fig. 1, the spray chamber is made of stainless steel high-pressure resistant cavity with tempered glass window. A nozzle with inner diameter of 0.8 mm sprays R410A droplets onto the smooth flat copper cooling surface. The distance between nozzle orifice and the cooling surface is 24.5 mm. To simulate chip heating, the bottom of the cooling surface is supported by a copper heating body, which is embedded with 10 evenly distributed heating rods and the heating power is changed by a voltage regulator. Two probe type K-type thermocouples are embedded at 9mm and 13.8mm below the cooling surface, and the recorded temperature is used to obtain the heat flux of the cooling surface by Fourier heat conduction.

![Spray chamber (a) and test section (b)](image)

The experimental results show that system takes 1200-1800s to reach the steady state. With increasing the heating voltage, phase change of the refrigerant inside the chamber can be observed. The heat transfer process of flashing spray cooling will experience three stages: single-phase heat transfer, two-phase boiling and partial drying. In the stage II, the heat transfer effect and cooling performance of the spray cooling system are the best. With increasing the compressor frequency, the mass flow rate of refrigerant in the system increases. The outlet pressure of the spray chamber has a linear negative correlation with frequency, and it is less influenced by the heat flux. In addition, an increase in compressor frequency can shorten the time consumed for the system to reach steady state.

From the Fig. 2 and Fig. 3 we can analyze the cooling performance of the system for different compressor frequency. When the compressor frequency is 10Hz, 15Hz and 20Hz, for smooth flat surface, CHF can reach 162.89 W·cm⁻², 168.31 W·cm⁻² and 175.02 W·cm⁻², separately, at the condensation temperature of 26℃. In the heat transfer stage II with good heat transfer effect, the heat transfer coefficient falls within the interval [53.71, 72.28], [64.15, 88.62], [72.64, 99.94] kW·m⁻²·k⁻¹, respectively. Meanwhile, the temperature of the chip surface can be maintained below 35℃, 30℃ and 25℃ in this stage. It is shown that the increase of compressor frequency can effectively improve the refrigeration performance of the whole system.

![Heat flux as a function of surface superheat for different compressor frequencies](image)

![Heat transfer coefficient as a function of heat flux for different compressor frequencies](image)
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Influence of the inlet local annular swirling zone on an axisymmetric turbulent jet
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Vortex formation is an effective mechanism for modifying the structure of various flows, capable of enhancing mixing and affecting the distribution of characteristics of turbulence, heat and mass transfer. There are many designs of efficient nozzles that form swirling jets, which are effectively applied in various engineering devices and, in particular, for the preparation and injection of droplet-air fuel mixtures into the combustion chambers of various engines [1]. The object of this research is the high-temperature (≥650°C) axisymmetric free turbulent jet (U≤30 m/s), in which a swirl is generated only for some inlet annular zone using a special impeller with blades, installed on the core part of exit section of the air-heating element (Fig. 1). Such kind of flow can be formed, for example, by the typical heat-gun device, but its area of possible implementations is much wider. The main goal is to analyze the influence of a local swirl effect of the internal annular part of flow on the velocity and temperature distributions in axial x, radial r and angular φ directions for the flow regions, located both inside and outside the nozzle.

Fig. 1: Impeller for creating the local annular swirling flow

The principal idea is the creation of the tangential velocity component 2 by the blades of deflector 1, which locally swirls the flow (Fig. 2). An important aspect of the studied innovation is the effective use of the interaction between the swirling component of the flow from the blades 3 of the impeller 1 and the disk deflector 4 installed inside the nozzle 5 to increase the jet speed at its exit section.

Fig. 2: Principal structure of the proposed swirl nozzle and the applied structured mesh for numerical flow modeling

The studies have been performed both theoretically (RANS & k-ω SST modeling) and experimentally (Pilot-Darcy & TR-PIV measurements). The numerical predictions, obtained using the developed numerical model, correlate qualitatively with the corresponding experimental data for the analyzed flow, and the quantitative discrepancies do not exceed 15%. The detailed flow structure (Fig. 3) allows to conclude about beneficial realization of the effect of the angular velocity intensification in the inner part of the free jet due to the flow turn on the edge of the deflector 4 and in accordance with the 2-nd Helmholtz’s theorem.

Fig. 3: Numerical prediction of the jet parameters: 

a – velocity magnitude U(x,r); b – temperature distribution θ(x,r); c – swirl velocity W(x,r)

Conclusions. The realized swirl effect allowed to achieve a uniform flow structure in the angular direction even with sufficiently strong inhomogeneities of the flow at the inlet, which have different technological reasons. At the same time, the proposed implementation of the local annular flow swirl is quite efficient and rational from the point of view of additional energy losses, associated with its implementation. Further improvement of the proposed technology can be aimed at optimizing the size, placement and intensity of swirling of the annular vortex-forming region 3 of the inner impeller 1.
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Experimental Study on Coaxial Swirling Jets
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Experimental results on coaxial swirling flows are presented, aiming to contribute to the investigation and understanding of vortical flows close to vortex breakdown conditions[1-5]. Two swirling streams are issuing from parallel coaxial straight tubes in a coaxial cylinder of diameter equal to the largest tube. Swirl is introduced by two rotating vanes located close to the outlets of both jets respectively (fig 1). Initial conditions, flow rates and swirling strengths can be parametrically controlled, for both streams. The mean flow field is monitored on the axial central plane, based on measurements of all three velocity components, using Stereoscopic PIV. In the present experiments three inner and six annular flow rates were combined with four inner jet and three annular jet swirls comprising a relatively large number of inlet conditions.

The difference between the internal and external mean longitudinal velocities was considered to represent the linear momentum affecting the flow field, while the co-rotating angular velocities were expected to have an additional effect on the angular momentum and their ratio was used as a reference Rossby number, $R_{0\text{tot}}$.

$$R_{0\text{tot}} = \frac{V_{y,i} - V_{y,o}}{V_{\theta,i} + V_{\theta,o}}$$  \hspace{1cm} (1)

The use of the modified Rossby number was not sufficient to unambiguously describe the observed trends and determine the flow types. An additional dimensionless number $S_2$ was devised to support the identification of flow types in relation to the input conditions.

$$S_2 = \frac{V_{y,i}(V_{y,i} - V_{y,o})}{V_{y,i}(V_{\theta,i} - V_{\theta,o})}$$  \hspace{1cm} (4)

Based on the combination of $R_{0\text{tot}}$ and $S_2$, an experimental map of flow conditions has been constructed, to classify the flow patterns (fig 2). Four typical flow patterns can be identified for different inlet conditions. A “downstream core flow” (DCF) in test cases with no recirculation, a “closed bubble” type (CB) vortex breakdown, an “asymmetric recirculation” (AR) and an “intense recirculation” (IR) pattern.

![Fig. 1: Experimental Setup](image1)

![Fig. 2: Flow map in accordance with $R_{0\text{tot}}$ and $S_2$](image2)
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Patient–Specific Diastolic Vortex Flow Patterns in the Left Ventricle

Dimitris Zantzas1*, Vasileios G. Gkoutzamanis1 Vasiliki Kantartz1i Vasileios Sachpekidis2 and Anestis Kalfas1
1Aristotle University of Thessaloniki, School of Mechanical Engineering, GR-54124 Thessaloniki, Greece, 2Papageorgiou General Hospital 2nd Cardiology Department, GR-56429 Thessaloniki, Greece
*Corresponding Author: dzantzas@auth.gr

This paper presents a numerical model for the analysis of blood flow in a human left ventricle during the diastolic phase. Patient–specific data from Real-Time 3-Dimensional Echocardiography is used in order to reconstruct the geometry of left ventricle. Vortex flow pattern analysis is conducted in order to quantify the role of vortical structures in the optimal throughput of the heart flow.

In order to broaden our knowledge about the heart function and to counter the increasing cardiovascular diseases novel approaches are required. Computational engineering could be very productive for this purpose. The vortex formation in the left ventricle is suggested to critically contribute to efficient blood pump function[1]. For that reason, this paper is focused on the qualitative analysis of the role of the vortex that appears in the left ventricle.

In this paper, the geometry of the model is reconstructed from patient-specific data. The segmentation process is made manually with the use of semi-automatic algorithms. The temporal resolution of the echo data is too low for the numerical simulation, so cubic splines interpolation is used to fit the requirement of the CFD calculation with the reconstructed geometries[2]. The calculation is performed using a Navier-Stokes solver with the use of the arbitrary Lagrangian Eulerian formulation. The working fluid simulating blood is taken to be a Newtonian fluid with constant viscosity and density.[3]

Analysis of the results shows that the velocity and the pressure inside the left ventricle are in reasonable agreement with in-vivo data which have been acquired by clinicians. In figure 1 and 2, cross-sectional view of the blood pressure and the 3D vortex ring with velocity vector is presented in two consecutive timesteps of the diastolic phase. The vortex ring is considered to assist ventricular function[4].
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Fig. 1: Static pressure and 3D vortex at early diastole.

Fig. 2: Static pressure and 3D vortex at mid-diastole.
Hot-wire measurement of asymptotic characteristics of lobed jet flow
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1. Introduction
Diffusion characteristics of the turbulent jet can be controlled by modifying the initial condition, namely the nozzle shapes. Lobed jet is one of the non-circular jets, supplied from the nozzle with a wave-shaped edge. Originally this idea is from the noise reduction of the jet engine but has potential for more applications in mixing enhancement problems.

Nastase et al. [1] investigated the lobed jets with six lobes. They found better mixing efficiency of the lobed jets than the round one in the near-field. However, they showed the results obtained only in \( x \leq 10D_e \), where \( x \) is the streamwise distance from the nozzle exit and \( D_e \) is the equivalent diameter of the jet exit. In order to understand the whole area of the jet flow field, measurement of the asymptotic (self-similarity) characteristics of the jet is desired. Wygnanski et al. [2] showed that the half-width of the mean velocity of the turbulent wake depends on the initial condition, even though that of the mean velocity profile itself does not. This suggests that the lobed jets have different diffusion characteristics from the round jet.

In the present study, we investigated the asymptotic diffusion characteristics of two lobed jets which have six lobes. The results were compared with that of the round jet.

2. Experimental setup
The jet flows are generated in the laboratory experiment. The air flow was supplied by a blower, and cooled by a radiator, before being ejected from the nozzle of a wind tunnel into the still air. The flow rate was monitored by a digital manometer connected to a flowmeter, and we adjust the flow rate with the valve installed between the radiator and the flowmeter. The jet flows were measured by a hot-wire anemometer with I-type probe. The hot-wire sensor was a tungsten wire of 5 μm in diameter and 1 mm in length. Figure 1 shows the edge shapes of the round and lobed nozzles. The shapes of the lobed nozzles are given by

\[
2 \frac{b^2}{b^2+1} \left(1 + \frac{\cos \theta}{b}\right),
\]

where the parameter \( a \) and \( b \) are the number of lobes and curvature of the edge, respectively. In the present study, we used \( a=6 \) and \( b=2 \) or 4. The (equivalent) diameter of the nozzles were 15 mm. The nozzles can form the top-hat initial mean velocity profiles, which is generally achieved by a smooth contraction nozzle.

Reynolds number \( Re=D_e U_3/\nu \) is 70,000, where \( U_3 \) is the mean velocity at the jet exit (\( \approx 70 \) m/s) and \( \nu \) is the kinematic viscosity of the air (\( \approx 1.5 \times 10^{-5} \) m²/s). 524,288 instantaneous samples are obtained with 20 kHz sampling frequency.

3. Results
Figure 2 shows the development of the flow rate of the round and lobed jets. The flow rate is normalized using that at the nozzle exit \( (Q_0) \) and the distance \( x \) using \( D_e \). The flow rate was obtained by integrating the mean velocity over the cross-streamwise plane at each measurement distance, but the small value at the outer edge of the jet (less than 10% of the value at the jet centerline). It can be observed that the flow rate of the lobed jets is smaller than that of the round jet in the far-field. In contrast, there was no difference in the lobed jets with different curvatures.

4. Conclusions
- The flow rate of the lobed jet is smaller than that of the round jet in the far field.
- The asymptotic diffusion characteristics of the lobed jets are independent of the curvature of the nozzle edge.
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Fig. 1: Shape of the nozzles

Fig. 2: Development of the normalized flow rate
Vortex Structure Produced by a Sweeping Jet in a Cross Flow
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Fluidic Oscillator generates a sweeping jet with high frequency and large amplitude and is characterized by its capability for jet ejection over a wide range. Recently, the sweeping jet from the Fluidic Oscillator has been attracted attention from the viewpoint of an active flow control techniques. The studies on the active flow control techniques using the sweeping jet have been already reported [1]-[3]. However, these studies focused on the characteristics of the dynamic forces acting on an airfoil in conjunction with a fluidic oscillator. There have been no studies about the flow structure or flow mechanism. Actually, the sweeping jet from the Fluidic Oscillator ejected into a main flow is the jet in cross flow, and it is well known that this flow field will be more complex flow structure. It is expected that the interaction between the sweeping jet and the main flow occurs and the complex vortex structure will be generated in the wake. In near future, in order to apply as the active flow control devise using the sweeping jet from the Fluidic Oscillator, it is required to be understood the complex flow structure and the flow mechanism by the interaction between the sweeping jet and the main flow.

The authors have already reported the flow characteristic produced by interactions between the sweeping jet from the fluidic oscillator and the main flow using a stereo particle image velocimetry (PIV) measurement [4]. However, the detailed of the flow structure or flow mechanism produced by the interaction between the sweeping jet and the main flow have not been understood sufficiently.

The purpose of the present study is to investigate the detailed vortex structure produced by the interaction between the sweeping jet from the Fluidic Oscillator and the main flow. Especially, the detailed vortex structure and flow mechanism produced by these interactions is visualized by a stereo PIV measurement and a numerical simulation using ANSYS-CFX.

The three-dimensional velocity vectors in x-y plane produced by the interaction between the sweeping jet and the main flow at a location 30 mm from the outlet of the jet obtained by the stereo PIV is shown in Figure 1(a) and 1(b). Figures 1(a) and 1(b) shows the results at $V_j/V_0 = \infty$ ($V_0 = 0.0$ m/s) and 80.00, respectively. These results are time-averaged results during 0.5 sec. At $V_j/V_0 = \infty$, as shown in Fig. 1(a), the sweeping jet from the fluidic oscillator shows high-speed flow to the right and left. All velocity vectors are linear and the rotational component of the velocity field is not observed. On the other hand, at $V_j/V_0 = 80.0$, as shown in Fig. 1(b), the high-speed jet is especially prominent in the center and the maximum velocity of the sweeping jet is much higher than that at $V_j/V_0 = \infty$. The higher velocity vectors at the center of the sweeping jet are surrounded by the low velocity vectors with a strong rotational component at the outside of the sweeping jet. It is expected that the low velocity vectors with a strong rotational component at the outside is produced by the interaction between the sweeping jet and the main flow and the higher velocity at the center is induced by the interaction. Moreover, the spreading angle of the sweeping jet is greater than at $V_j/V_0 = \infty$. The PIV measurement results will be related with the numerical simulation results, and finally, the authors will discuss about the more details of flow structure and the flow mechanism by the interaction between the sweeping jet and the main flow.
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Supersonic Under-Expanded Reattached Jet with Vortex Region
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If there is a wall near the incompressible jet, it reattaches to the wall surface by the Coanda effect enclosing a large vortex region (Fig. 1) [1]. The supersonic jet also reattaches to he wall, however the flow characteristics of supersonic reattached jet have not been revealed enough. The reattached jet is one of the basic flow in the fields of fluid- and thermo-dynamics. In this study, the flow characteristics such as the velocity, pressure, density distributions and the effects of offset distance on the two-dimensional supersonic under-expanded reattached jet are examined by numerical and experimental analyses.

Figures 1(a),(b) show, respectively, the velocity and pressure distributions by a 2-D numerical analysis using CFD software of the FlowSimulation with k-ε turbulence model. The supply pressure is \( P_0 = 0.4 \) MPa and offset distance is \( D/b = 5.0 \) (b: nozzle width = 2.5 mm, Aspect ratio: 4.0). Read colored area is a high speed area. The under-expanded jet spreads just after the nozzle exit and appears the expansion region with a high speed and the compression region. This is the so called 1st shock cell. The 1st to 5th shock cells can be seen. The expansion and compression regions have negative low and positive high pressure areas (Fig. 1(b)). The dark blue and red colored areas in Fig. 1(b), respectively, are them. The jet reattaches to the side wall by the Coanda effect and there are major vortex region of clockwise and minor vortex region of counterclockwise near the corner. However, the pressure distribution in the major vortex region is different from the incompressible reattached jet [1] and it does not have a cleat vortex center. Figure 1(c) shows the visualized flow pattern by a Schlieren method. The white and dark colored areas are the expansion and compression regions, respectively. The flow pattern by numerical analysis can express well the experimental one.

Figure 2 shows the pressure distribution \( P_s/P_0 \) on the side wall for the offset distance of \( D/b = 3.0 – 7.0 \). The pressure corresponding the vortex region is negative and it takes a maximum around the reattachment point, R.P (Fig. 1(a)). The position of the maximum pressure \( x/b \) moves to the downstream and the maximum pressure decreases as increasing the offset distance \( D/b \). The numerical analysis can express well the experimental results.

Figure 3 shows the pressure fluctuation at \( x/b = 16.4 \) near the reattachment point, R.P. (Fig. 1(a)). The pressure fluctuates irregularly with the dominant frequencies of \( f_d = 8.6 \) and 19.0 kHz. This means that the reattached jet flows under the fluctuation with the same dominant frequencies.
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Recently, various fuel efficiency standards for the automobiles have been disclosed in many countries in order to achieve net-zero carbon dioxide emissions and realize Carbon-Neutral, Carbon-Free Society. For these reasons, many electric vehicles have been developed and automobile manufacturers have tried to improve the fuel efficiency of automobiles. Bridgestone World Solar Challenge (BWSC) is one of international solar car challenges and a competition of technologies on eco-friendly car. The Tokai University Solar Car Team has participated in the BWSC in the past years. The distance of the BWSC is around 3,000 km and only energy obtained from sunlight can be used.

For the development of solar cars, the power consumption should be reduced since the solar power density is very low. Furthermore, the balance between power generation and aerodynamic performance is crucial for the design of the solar car. Therefore, in this study, a design methodology was proposed and applied to a solar car, called 2019 Tokai Challenger which Tokai University Solar Car Team developed for the BWSC 2019. In the methodology, both aerodynamic performance and power generation performance are considered by combining the flow simulation and a power generation simulation. By using the proposed methodology, total performance can be evaluated. Fig.1 shows the solar car, 2019 Tokai Challenger. The length is 5.0 m, the width is 1.2 m, and the height is 1.0 m. The cruising speed at the challenge was about 90 km/h.

In the aerodynamic simulation, the RANS simulation was carried out. Various shapes were proposed based on the simulation results. For the proposed shapes, the power generation simulation was conducted based on the analyzed wind velocity distribution and PV cells temperature distribution. Fig.2 shows comparison results of canopy shapes. The canopy shape influences both the aerodynamic characteristics and solar generation power reduction by shadow on solar array Fig.3 shows temperature distribution on the solar array surface. These effects can be predicted by the flow simulation.

The solar generated power of each cell has been evaluated by considering the global irradiation based on direct solar irradiation, diffused solar irradiation, and cell angle.

By combining these simulations, both aerodynamic performance and power generation performance can be examined. In the BWSC 2019, the Tokai University Solar Car Team finished the second place. In this study, the fundamental methodology was proposed and applied to the development of 2019 Tokai Challenger. The results showed that the methodology is effective to develop high performance solar cars.

At the conference, the detail results of flow simulation and power generation estimation will be presented, and the detail of proposed design methodology will be explained.
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Large ships used in service for international freight are composed of a hull and a superstructure. The superstructure is a huge structure equipped with ship bridge, living environment of crew and so on. Consequently, a large aerodynamic drag force is generated by the superstructure. Various pioneering works on reduction of frictional drag of ships below the waterline have been carried out (for example, [1]). Bulbous bows have been used to reduce the interference of waves and drag force [2]. On the other hand, there are few studies on the reduction of aerodynamic drag force of superstructures.

For these reasons, in this study, some aerodynamic parts were proposed to reduce drag force of superstructure of ships based on our group’s previous research [3]. The effects of aerodynamic parts were examined by wind tunnel test and numerical simulation. At first, the validation of the numerical simulation was carried out by comparing with the experimental data. Fig.1 shows the shape of the superstructure. Fig.2 shows the comparison results. The analyzed data is in good agreement with the wind tunnel data and the effect of aerodynamic parts are reasonably simulated. Furthermore, the detail effect of the aerodynamic parts and flow characteristics were investigated by numerical simulation. Fig.3 shows the simulation results in case of yaw angle = 0 [deg]. The results show that the wake and high turbulent energy region are reduced by installing the aerodynamic devices. More detail characteristics of vortical flow around the aerodynamic parts will be presented in the conference.

Furthermore, the fuel consumption in the actual sea route was evaluated by using the obtained data. The JPN-PG route was used as the target route. Fig.4 shows comparison between estimated braking horsepower (BHP) and the relative wind direction [deg]. In the case that the relative wind direction is from 0 [deg] to 90 [deg], the braking horsepower of Type A and B was decreased from the base model. By using the simulation results, the improvement of fuel consumption by the aerodynamic parts was examined. The detail results will be presented in the conference.
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As an unavoidable consequence of lift, every flying vehicle generates counter-rotating regions of turbulence known as wake vortices (see Fig. 1). These long-lived trailing vortices constitute a potential threat to following air traffic. Aircraft must therefore keep to a predetermined minimum separation distance. These aircraft separations limit the capacity of congested airports in a basically rapidly growing aeronautical environment. Decades of research on effective aircraft modifications aiming at the alleviation of the wake vortex hazard did not lead to operational use until today.

When a vortex gets close to the plates, strong \( \Omega \)-shaped secondary vortices (SV) are induced at the plate’s surface that actively approach the wake vortices (WV) by self-induced motion, (see Fig. 2, left). Then the secondary vortices are wrapped around the wake vortices by the primary wake vortex flow (Fig. 2, center). Finally, the secondary vortices propagate along either side of the wake vortices again driven by self-induced motion and accelerate their decay (Fig. 2, right). In Fig. 2 curved arrows denote the rotational direction of the vortices while straight arrows denote their self-induced directions of propagation.

![Fig. 2: \( \Omega \)-shaped secondary vortex (SV) approaches wake vortex (WV) and wraps around it leading to premature wake vortex decay [1].](image)

In the year 2019, the effectivity of the plate lines was demonstrated in a large-scale measurement campaign at Vienna International Airport [2]. Two temporary plate lines were installed underneath the glide path to runway 16. During a six-month period, wake vortex decay was measured for 9473 landings using lidar. It was found that plate lines reduce the lifetime of the most safety-relevant wake vortices by 22% for Medium category aircraft and by up to 37% for Heavy category aircraft. Depending on the aircraft pairing, plate lines allow for a potential separation reduction of 12% to 20% compared to the RECAT-EU separation scheme.

![Fig. 3: Overflight of A380 of one of the experimental plate lines installed at runway 16 of Airport Vienna.](image)
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Large-eddy simulation (LES) has become a very prominent numerical tool for studying transport processes in the atmospheric boundary layer during the last 50 years [Stoll 2020]. More recently, due to increasing computational resources, also the urban boundary layer including dispersion processes is investigated with LES in academic researches. In non academic applications, on the other hand, such as the security analysis of gas propagation due to hazardous incidents, more simple models are commonly used. Primary due to the high computational costs LES is rarely used in industrial applications, although the prediction accuracy of the complex transport mechanism in densely build-up environments can verifiably be increased (e.g. [2]). One obvious instrument to reduce the calculation time and make LES for hazardous gas propagation more attractive is the use of synthetic inflow boundary conditions.

In this study a comprehensive analysis of several turbulent inflow conditions for the simulation of atmospheric boundary layer flows in rough environment is presented. Besides cyclic boundary conditions with a rough wall function at the ground, five synthetic turbulence generators (TG) of varying complexity, here referred to as TG1 [3], TG2 [4], TG3 [5], TG4 [6] and TG5, a simple random velocity field generator, are analyzed. The dependency to the required input Reynolds stresses, obtained either from previous LES or RANS simulations, are compared. Vertical profiles of the velocity and the normal stresses for two roughness lengths (z_0=0.06 m and z_0=0.29 m) as well as their alteration in stream-wise direction are compared with measurement data from the open-return boundary layer wind tunnel facility of the Meteorological Institute of the University of Hamburg. The vertical momentum flux, the integral length scales and the energy spectra are discussed as well.

Major differences can be observed between the results of the used turbulence generators. The inflow length, where the velocity profile alters from the input logarithmic profile to a stable state, as well as the final velocity profile in the near ground region strongly depend on the synthetic inflow method. It can be seen, that in case of higher roughness the final velocity profile is obtained faster for all methods. The prediction accuracy of the final profile of the particular method, however, depends unequally on the roughness length. The synthetic turbulence also shows strong disparities between the methods, where the best comparison with cyclic boundary conditions are obtained with TG1 and TG2.

The results show, that particular synthetic inflow methods with reasonable short inflow lengths can generate velocity and turbulence profiles which are in good comparison with experimental data.
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Turbulence and flow disturbances occurring at the wing-fuselage junction of aircraft cause a drop in its aerodynamic performance and an increase in the aircraft’s drag force. The main objective of this work is to study the junction flow’s characteristics and the vortices, which dominate such flows. The flow condition corresponds to 5 degrees angle of attack with freestream Mach number of 0.189 and a Reynolds number based on the root chord of 2.43 million. The study is carried out using LES computational modeling and various sub-grid models. Specifically, this research study proposes a new junction flow parameter employed, in combination with the existing ones, in order aircraft designers to be able to assess more efficiently the horseshoe vortex behavior on the junction designs; and it is focused on the junction flow’s and its vortices’ characteristics, under the prism of vortices’ structure formation and the flow patterns.

It is a fact that the majority of the junction flow studies focus on the horseshoe vortex considering it as the dominant vortex structures and many modern studies investigate the corner separation formation. The current study verifies the former vortices domination on these flows, but it also gives a more extended view, showing that all the vortex structures interact among themselves and form the junction flow regime.
Vortex Dynamics Effects on the Development of a Confined Wake and a Channel Flow in a Rectangular Duct Under Identical Inlet Flow Conditions
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A circular cylinder turbulent wake developing in a confined flow environment, corresponding to a blockage ratio of 14%, has been studied experimentally in a wind tunnel comprising a parallel section followed by a constant area distorting duct. Near field measurements indicate that the confined wake exhibits to a certain extent similarity to the unbounded case with some differences, the most important being the modification of the Kármán Street topology. Further downstream, the confined wake velocity distributions demonstrate resemblance to channel flow behavior. Comparison of bounded wake and channel flow measurements, (taken in the absence of the cylinder), both obtained in the same apparatus under identical inlet flow conditions, has been also carried out. This procedure serves to elucidate the influence of near field formation dynamics on the far field structure with and without the presence of a bluff-body.

Wake measurements covered the Reynolds number range, (based on the cylinder diameter d), of \(1.9 \times 10^3 \leq \text{Re}_c \leq 1.5 \times 10^4\). Some additional measurements were taken in the absence of the cylinder, (channel flow), at \(\text{Re}_c=15630\), \(h=21\) mm being the channel half height. Here three-dimensional quantitative wake and channel flow data for \(\text{Re}_c=4300\) and \(\text{Re}_c=15630\) respectively, both obtained with the same free-stream centreline velocity \(U_c=11.25\) ms\(^{-1}\), are presented. Additionally, qualitative results (flow visualisation) for the confined wake at \(\text{Re}_c=760\) are presented.

Fig. 1: Visualization of the near vortex street in the region \(x_1/d=0.26\).

A general view of the near wake region is shown in Fig. 1. A characteristic of the confined wake is the observed transposition of vortices. An upward movement of counterclockwise vortices with positive circulation to the upper midplane of the flow occurs. Simultaneously, countermotion of eddies with negative vorticity across the symmetry axis towards the lower half of the street takes place.

The vortex street reversal described above controls the evolution of the confined wake flow. The obtained near field mean profiles, shown in Fig. 2, exhibit "velocity deficit" distributions do not persist indefinitely. For \(x_1/d \geq 60\) the mean velocity distributions differ markedly from those attained in the near wake region. Figure 3 compares a distant confined wake mean velocity profile with a corresponding channel flow one, under identical inlet flow conditions. Figure 4 shows autocorrelation functions for bounded wake and channel flow as well. The changes observed in the two latter figures are attributed to basic differences in the vortex dynamics prevailing in the respective flow cases.

Fig. 2: Near wake similarity.

Fig. 3: Mean streamwise velocity distributions for confined wake and channel flow close to the end of the parallel section, \((x_1/d=119.3)\), in channel coordinates.

Fig. 4: Off-axis, \((x_2/h=0.71)\), autocorrelation functions of the streamwise velocity fluctuations for confined wake and channel flow along the parallel section.
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This study carries out the numerical simulation of the interference vortex flow when varying the interval of two circular cylinders in a natural lock-in state (Karman vortex shedding) and two kinds artificial lock-in state (an alternate vortex shedding and simultaneous vortex shedding) using a vortex method. The purpose of this research is to investigate the mutual interference flow characteristic from the circular cylinder in mutually different lock-in mode. It is the enjoyment of this study to investigate how the artificial lock-in state influences the natural lock-in state (Karman’s vortex discharge). It is very interesting to know how the vortex flow in which it interfered will change. The research was carried out by numerical simulation by use of vortex method.

The numerical experiment apparatus was consisted of simulation software and a notebook type computer as calculation hardware which are on the market. The software used vortex method which is based on the Lagrangian analysis. The vortex method is a direct viscid-inviscid interaction scheme, and the emanation of velocity shear layers due to boundary layer separation is represented by introduction of discrete vortices with viscous core step by step. In the present study, the calculations were performed at the two-dimensional flow field for incompressible and viscous flow. Two circular cylinders have been arranged right-angled to a flow. Here, the circular cylinder located in left-hand side toward the flow was called the 1st cylinder, and the circular cylinder located in right-hand side toward the flow was called the 2nd cylinder. The cylinder diameter d and the main flow velocity U were determined as 16 mm and 0.04 m/s so that it could compare with the previous experimental result [1]. Here, the diameter of two circular cylinders is the same. Since water is assumed as for test fluid, Reynolds number Re becomes 500. The configuration of circular cylinder was represented 40 vortex panels using a boundary element method. Every calculation continued to until non-dimensional time T = 200.

The main parameters of numerical experiment were the existence of oscillation, the oscillation frequency ratio f/fK, the oscillation amplitude ratio 2a/d and the distance ratio L/d. Existence of the oscillation is 2 kinds and they are in the states of cylinder stationary and cylinder oscillation. The oscillating frequency ratio f/fK is 2 kinds and they are in two typical lock-in states of the single oscillating circular cylinder obtained from the previous experimental result. As for the oscillating frequency ratio, f/fK = 1.4 and f/fK = 2.4 were used. Here the natural Karman vortex shedding frequency was fK = 0.6489 Hz. The oscillation amplitude ratio 2a/d is 2 kinds, and they are 0.25 and 0.50, respectively. The distance ratio L/d is 5 kinds and they are 1.5, 2.5, 5.5, 10.0 and 20.0.

In order to investigate the aspect of interference by the natural lock-in and two kinds of the artificial lock-in, it calculated by varying the distance ratio of parallel two circular cylinders. As an example, the aspects of the interference flow of the natural lock-in and the artificial lock-in in amplitude ratio 2a/d = 0.5 are shown in Figs. 1 and 2, respectively. The distance ratio L/d is changed in those figures. If the distance ratio becomes small, the vortex shedding from two circular cylinders can be seen become a complicated flow by mutual interference. Although the vortex shedding in the artificial lock-in state of the alternate vortex shedding type is influenced by change of the distance ratio, even if, as for the vortex shedding in a simultaneous vortex shedding type lock-in state, the distance ratio changes, the vortex shedding is carried out simultaneously. If the interval of two circular cylinders is narrow, the vortex streets discharged from each circular cylinder will unite. It was found that the alternate vortex shedding type lock-in receives interference by cylinder arrangement. In the case of such a complex state, it became clear to completely differ from the result obtained when the aspect and fluid force of the flow are single.

Fig. 1: Instantaneous flow feature in the case of 'Alternate lock-in vs. Natural lock-in' at the time T=200, (a) L/d=5.5, (b) L/d=2.5, (c) L/d=1.5

Fig. 2: Instantaneous flow feature in the case of 'Simultaneous lock-in vs. Natural lock-in' at the time T=200, (a) L/d=5.5, (b) L/d=2.5, (c) L/d=1.5
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We investigate the incompressible turbulent flow past a wall-mounted square cuboid placed in a channel. Large Eddy Simulation (LES) is used in combination with the divergence-free synthetic eddy method (DFSEM) [1] to generate the turbulent inflow conditions. The geometry of the computational domain is shown in Fig. 1. To close the problem, we impose convective boundary conditions at the top, periodic boundary conditions in span direction, and no-slip conditions at the top wall, bottom wall, and all faces of the cuboid.

Fig. 1: Sketch of the geometry of the computational domain and coordinate system.

We validate the procedure by comparing with experimental data for a wall-mounted cube \((L = H)\) and bulk Reynolds number \(\text{Re}_H = HU_b/\nu = 4 \times 10^4\) [2] \((U_b:\text{ bulk velocity})\). Simulations are performed for bulk Reynolds number \(\text{Re}_H = 2 \times 10^4\), and for different length-to-height aspect ratios \(\Gamma\) of the cuboid in the range \(0.25 \leq \Gamma \leq 6\). We compute the mean flow structures and the different separated regions.

A horseshoe vortex is formed in front and aside of the cuboid, as seen in Fig. 2. For \(0.25 \leq \Gamma < 1.5\), its vorticity feeds, along with the shear layer from the top, the arch vortex in the wake. For \(\Gamma > 1.5\), we observe a reattachment point on the sides of the cuboid and an alteration of some topological points: the two hyperbolic points, one beneath the cuboid and one in the wake, present when \(\Gamma < 1.5\), merge into one. In addition, the separation point on the rear wall of the cuboid moves to the sidewall of the cuboid. Those alterations modify the footprint of the arch vortex from an almost circular shape to one elongated in the streamwise direction.

For small \(\Gamma\) the streamwise length of the mean wake recirculation bubble \(L_w\) decreases with \(\Gamma\), reaching a minimum at \(\Gamma \approx 2\). The length of the sidewall separation bubble \(L_s\) exhibits the opposite trend and reaches a maximum at \(\Gamma \approx 2\). For \(\Gamma \geq 2\) the vortices shed from the sidewalls cause an increase of \(L_w\), while \(L_s\) saturates. An increase of the channel height from \(2H\) to \(4H\) reduces the size of the recirculation region at the top of the cuboid (not shown). Other than that, the flow structures remain almost the same.

(a) \(\Gamma = 1.00\)

(b) \(\Gamma = 1.25\)

(c) \(\Gamma = 2.00\)

(d) \(\Gamma = 3.00\)

Fig. 2: Time-averaged streamlines and normalised friction coefficient (color) in the plane \(y/H = 0.003\) from the bottom for different aspect ratios \(\Gamma\).

Summarising, the dependence of the characteristic mean flow structures on the aspect ratio \(\Gamma\) of the cuboid have been established. The most sensitive vortical structure is the main recirculation bubble in the wake of the cuboid.
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In the present work, the flow over a backward-facing step with the presence of a synthetic jet is studied using a 2D CFD model. The geometry under investigation can be found in numerous engineering applications in aeronautics and industry such as heat exchangers, nuclear reactors, diffusers, air conditioning systems. This study focuses on recirculating flows detaching and reattaching to the main flow. Knowledge of the conditions under which these phenomena are observed helps in the development of flow control technologies and thus minimize flow disturbance, and kinetic energy losses.

Separation of the flow over the Backward Facing Step is created by a 2-D channel configuration (Fig. 1), resulting in the creation of evolving recirculation zones that reattach to the main flow. An active synthetic jet is situated, after the back face of step to control the evolution of the recirculation zones.

![Fig. 1: Backward Facing Step](image)

The operation of the synthetic jet is based on the periodic alternation between the suction and injection phases so that the mass supply to the main flow balance remains zero per period. The motion of jet flow is caused by a diaphragm that moves periodically inside a cavity (Fig. 2).

![Fig. 2: Synthetic jet](image)

Simulation of the flow field is realized via a K-ω SST turbulence model implemented on a tetrahedral structured mesh. The operating frequency of the synthetic jet is 90 Hz with a Strouhal number, \( St = 0.03 \). Typical images of synthetic jet flow evolution are presented in figure 3.

![Fig. 3: Typical synthetic jet flow evolution at different pulse phases](image)

At first, the numerical simulation study, is performed without the presence of the synthetic jet for several Reynolds number (Re=350-10000). Then, the influence of the synthetic jet on flow control is investigated. Characteristic velocity contours for the case of \( U=1 \) m/s bulk inlet velocity and Re=10000 are presented in figure 4.

![Fig. 4: Mainstream mean velocity contours at different time steps](image)
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We refer flows arise from bodies moving in stationary fluids or them placed in uniform flow to wake. Flows involving wake are frequently observed in our life exposed to various fluid environments and have big effects on circumstances surrounding us. So, it is very important to understand these characteristics. Many experiments about wake of a sphere [1] or a circular cylinder [2-3] were carried out so far. Effects of a bluff body shape on the wake were investigated. Igarashi [2-3] placed a circular cylinder having a slit within a uniform flow to investigate the effect of the slit angle on the wake of the circular cylinder. When the slit was parallel to the streamwise direction, the slit angle β equals to 0°. For 0° ≤ β ≤ 40°, the self-injection jet from the slit into the wake was observed, and the resulting vortex formation region move downstream. For, 60° ≤ β ≤ 90°, the boundary layer suction was observed periodically with the period of the vortex shedding. These results indicate the possibility to control the wake by modifying the body shape.

This study placed a sphere having a through-hole within a uniform flow and explored the effects of the angle between the through-hole and the uniform flow direction on the wake of the sphere.

Fig.1 (a) shows an overview of the experimental setup. This experiment was performed using a wind tunnel. The dimension is 500 mm × 180 mm × 180 mm. A sphere was placed 125 mm away from the exit of the wind tunnel. The coordinate origin was the center of a sphere. X, Y, and Z represent the streamwise, spanwise, and vertical directions, respectively. Fig.1 (b) shows the definition of the angle of through-hole and the dimensions of the sphere. The sphere diameter d was 25.4 mm, and the through-hole diameter was 6mm. The angle α was 0° when the through-hole was set to be along the X axis. The flow velocity in the wake of the sphere was measured by a hot-wire anemometer (KANOMAX 7000ser.). In this experiment, a uniform flow velocity $U_0$ was 7 m/s and the Reynolds number based on $d$ and $U_0$ was almost 12,000.

Fig.2 shows the spanwise distributions of the streamwise mean velocity normalized by $d$ at $X/d = 1$. When $\alpha = 0°$, a jet from the through-hole was observed, and accordingly the velocity defect was the smallest. When $\alpha = 45°$, the velocity distribution was left-right asymmetry and the velocity defect was smaller locally near the edge of the through-hole. When $\alpha = 90°$, the velocity distribution was similar to that of a sphere without a through-hole, but the velocity defect was smaller. As stated above, the effect of a through-hole on the wake changes as a function of $\alpha$.
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Aerodynamics plays the basic role in the operation of wind turbine. Final efficiency of wind turbine depends on optimization of a rotor form, aerodynamic qualities of rotating surfaces of the wind turbine itself. The simplicity and reliability of the vertical-axis wind turbines (VAWT), the ability to work under of conditions of moderate wind allows them to be installed in hard-to-reach areas of significant social importance.

It is well known that Darrieus rotors have superior power factors, which are still inferior to horizontal-axis wind turbines in terms of aerodynamic efficiency. Insufficient level of understanding of the aerodynamic processes of the VAWT plays a major role in such state of affairs. Another reason is the outdated methodology for development of industrial samples of high-power wind turbines which are based on empirical assumptions on the flow pattern around the VAWT rotors and discards adequate calculations of the blade aerodynamics for the case of dynamic stall.

This research considers the orthogonal Darrieus and Savonius rotors. The typical blades are much longer than the chord that allows to neglect end effects on blades and to take advantage of a hypothesis about plane-parallel structure of flow. Thus, the problem supposes two-dimensional statement in a plane which is perpendicular to the axis of rotor rotation. Wind turbine aerodynamic processes are described by incompressible RANS equations closed by Spalart-Allmaras eddy viscosity turbulence model as quite simple, reliable and appropriate for a wide range of external flows.

Flow visualization was performed for two-blade Darrieus rotor on the basis of physical [1] and computational experiments (Fig. 1). For greater clarity, only the vortices of maximum intensity are left. At the beginning of a leeward side of a trajectory and before angular position of a rotor two hundred and forty degrees the flow around the blade has the attached character. Separated flow appears at mentioned rotor angle (240°). As well as in case of dynamic stall on the inner surface, vortexes separate from a leading edge of the blade and begin movement along a surface.

For the considered parameters, the flow picture is characterized by essential unsteady phenomena such as: dynamic stall, generation of complex system of vortexes, interaction of vortexes of different sizes, speeds and intensities with the rotor surface.

This study gives the results of three series of computational experiments on aerodynamic and power characteristics of two and three-bucket Savonius rotor.

The first set of computational experiments was conducted for steady Savonius rotor which was fixed at various angles of attack. For the majority of angular positions the two-bucket Savonius rotor time-averaged torque coefficients are positive, but for angles 55-80° they are negative. For three-bucket configurations torque coefficients are always positive.

The second set of computational experiments was conducted for fixed tip-speed-ratio of Savonius rotor (Fig. 2). The maximum value of the torque coefficient is 0.4 for two-bucket and it is 0.35 for three-bucket Savonius rotor. They correspond to the tip-speed-ratio of 0.4. The maximum value of power coefficient is 0.23 for two-bucket and 0.19 for three-bucket Savonius rotor.

The third set of computational experiments corresponds to the coupled problem solution including dynamics and aerodynamics of three-bucket Savonius rotor. Calculations were carried out in three stages. The purpose of the first stage was to determine a periodic flow with a structure similar to the Karman vortex street. At the second and third stages, the coupled equations describing Savonius rotor aerodynamics and rotation were solved. After unlocking the rotor begins to rotate under effect of incoming wind flow that intensifies the vortexes formation. The frequency of vortex detachment depends on incoming flow velocity, characteristic dimensions and rotor rotation speed. At the third stage the torque of load is applied to the Savonius rotor that results in stabilization of rotor angular speed and near to cyclic variations of drag force, lifts force and torque coefficients.

\textbf{Fig. 1:} Visualization of the flow field at operation of two-blades (a) and three-blades (b) Darrieus rotor, based on physical [5] (a) and computational (b) experiments

\textbf{Fig. 2:} Visualization of the flow field at operation of two-blades (a) and three-blades (a) Savonius rotor
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The paper presents selected aspects of network construction related to the location of wind turbines due to their aerodynamic impact on power lines of high and highest voltage. Based on the source data concerning the aerodynamic impact of a wind farm consisting of eight turbines on a 400 kV transmission power line, an analysis of the possibility of wind farm locating in the immediate vicinity of the line was carried out.

One of the most important issues in the design/ construction of wind farms is the rationalization of the typology of distribution of individual generating units due to the turbulence they generate [1]. There are many models (physical and mathematical methods) and the methods used to calculate the impact of turbulence on the efficiency of a wind farm. Their excellent characteristics are included in the work [2], where the currently used models and programs for numerical calculations are described. Reference [2] shows frequently used computational programs include: WASP, WindPro, WindFarmer, WindFarm, WindSim, where respectively Jensen models [3] and the linearized CFD model are used, a module with WASP; while the WindFarmer program uses the following models: Ainslie, RANS and CFD. On the other hand, the following models were used in the WindFarm software: Jensen, Ainslie and Larsen, and the models: Larsen [3],[4] and Ishikara [5] in the WindSim program, which give a relatively short computation time. Finite element methods are also used for modelling/calculating turbulence [6],[8],[9],[10].

These issues are the subject of this article, in which the author shows a case study set in a real decision-making situation. To illustrate the scope of research and analyzes - examples of illustrations of a turbulent vortex (see Fig. 1-2) are presented below, which were obtained for the object with the assumption that the wind blows from the left side to the right, the turbine stands on the X axis in position 0, and the 400 kV transmission power line pole on the X axis at 250 meters (it is hardly visible because it is low compared to the turbine itself).

Fig. 1. View of a turbulent whirl [11]

Fig. 2. Longitudinal section of a turbulent vortex [11]
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The time averaged and fluctuating flow field characteristics of vortical flows established downstream of a variety of axisymmetric baffles, have been investigated for a double-cavity fuel-air premixer/stabilizer arrangement, for isothermal and reacting conditions. The work aims to broaden knowledge regarding the impact of different bluff body shapes, leading and trailing edge contours, blockage ratios and incoming flow profiles, on the development of the downstream bluff body formed wake—vortex structures. Particle Image Velocimetry (PIV) measurements have been applied to obtain the mean and turbulent velocity fields throughout the afterbody near wake zone.

Fig. 1:

The experimental facility is shown in Fig. 1 and has been described in detail in [1,2]. Three axisymmetric baffles (A, B, C) connected along their axis with a 10mm hollow tube comprise the premixer/burner arrangement. Two bluff body shapes and blockage ratios have been studied for both isothermal and reacting conditions. The stabilizing afterbody “A” is either a disk- (D) or cone- (C) shaped body, with a diameter of 25 or 36mm (D_b) and a rim thickness of 7.5mm, as shown in Fig. 1. Measurements of the velocity fields have been conducted with a two-dimensional Particle Image Velocimetry configuration (2DPIV, LaVision® FlowMaster 2D) and described in detail in [3].

The results highlighted the importance of the velocity characteristics at the wake inlet zone as predisposed by the interaction of the trailing edge geometry with the upstream double cavity premixer, and the difference between geometric and aerodynamic bluffness for each bluff body.

Fig. 2:

Downstream of the cone shaped bluff bodies, larger recirculation zones have been encountered. For the same basic bluff body shapes, an increase in blockage ratio had a minor effect on the width of the RZ. Also, shifting from a cone to a disk shaped baffle, resulted in a reduction of the RZ length of about 29-35%. Finally, cone shaped bluff bodies produced, in general, total strain rate values of about 1.7 times greater that the disk shaped ones, for the same blockage ratios. The above information combined with the inlet fuel-air mixture topologies that emanate from the investigated premixer/burner set ups can provide important information on the interaction of fuel-air mixture disposition and the vortical flows established in the near wake zone. Such knowledge is crucial for the promotion of flame stabilization under operation with a variable range of fuel types.
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Guidelines to participate to the virtual conference

• The virtual conference will take place on the Zoom meeting platform.
• You will receive the meeting link via e-mail. No passcode is required to join the meeting.
• Clicking on the link you will be able to join the conference room through your internet browser. If you don’t have Zoom Client installed, the browser page will also provide a download link for the software.
• We recommend you download and install the Zoom client software to use the full capabilities of the platform. Participants who are unable to install Zoom, can join the conference room using the Zoom web client on their desktop web browser. The Zoom web client offers limited functionality. The Join from your browser link will appear after the user clicks the link to join the meeting.
• Make sure that you join the conference room, with your name written with Latin characters. You may rename your ID right clicking on your thumbnail.
• Zoom meeting platform can be accessed on your personal computer, tablet or even smartphone. We suggest you log in through your personal computer for more easier handling of platform settings.
• The pre-recorded oral presentations of each paper will be played by the technical support team of the conference. No action of the speakers is required.
• Speakers/chairs should test their microphones, speakers, and cameras. They are recommended to enable their camera and microphone during the discussion of their presentation. For any technical issue the support team will help you to enable your microphone and camera. The use of earphones can eliminate external noise.
• During the discussion speakers are also recommended to have their presentation open on their personal computer. They may need to share their screen and navigate through their presentation to answer questions stated in the chat.
• Participants should disable their camera and microphone during the conference.
• Participants should use the chat to post their questions and comments. During the discussion, the chair of each session will pose the questions of the participants to the speakers.
• The conference link will be active each day, one hour before the start of the conference sessions. Participants may test their connectivity during these intervals.
**Zoom Meetings platform functionality**

**Meeting room:**
When you join the meeting room you can use the available menu options.

You can change your meeting view by clicking the view button on the top right side.

**Camera and Video Settings:**
Speakers/chairs can enable their camera during their presentation by clicking the Start Video button on the left bottom side of the platform.

Speakers/chairs can enable their microphone during their presentation by clicking the Unmute button on the left bottom side of the platform.
Screen sharing:

Speakers can share their screen using the Share screen button to answer a specific question while navigating through their power point presentation.

You can share only the presentation and not the whole screen of your personal computer.